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Abstract—In limited feedback multiple-input multiple-output
(MIMO) systems it is important that the codebooks used provide
a good approximation to the channel. Any mismatch between
the codebook entries and the actual channel creates a non
zero chordal distance (or subspace angle) between the codebook
element and the corresponding columns of the right singular
matrix of the channel. As a result, the system exhibits a capacity
loss. We evaluate and quantify the amount of this capacity loss
with long term evolution (LTE) and Grassmannian codebooks
in the case of Layer 1 (L1) and Layer 2 (L2) transmission
using linear receivers in three different channel models. We
evaluate the distribution of the minimum distance for LTE
and Grassmannian codebooks via simulations. We also derive
capacity loss approximations for zero forcing (ZF), minimum
mean-squared error (MMSE) and singular value decomposition
(SVD) receivers. We find that the capacity loss approximations
for L1 transmission are accurate for all receivers and lead to an
extremely simple relationship between capacity performance and
minimum distance.

I. INTRODUCTION

Codebook beamforming is now part of the LTE and LTE
advanced standards [1]. The LTE standard uses specific code-
books referred to hereafter as LTE codebooks. However, there
are other families of codebooks (eg. Grassmaninan codebooks
[2], [3] and Vector Quantization codebooks [4]) that may
also be used for limited feedback systems. There is a lot of
interest in the performance of limited feedback (or codebook)
beamforming. A comprehensive overview of limited or finite-
rate feedback systems is provided in [3]. Here, it is claimed
that the benefits of limited feedback are nearly identical to
having perfect channel knowledge at the transmitter provided
that codebooks are judiciously designed.

Limited feedback systems often result in a capacity loss.
There are many studies that deal with estimating and limiting
this capacity loss. In the beamforming setting the capacity
loss can be large if no power optimization via waterfilling is
realized. In [5], a codebook design is achieved that results in
a gain equivalent to waterfilling. In [6], a codebook design
for a multimode (referred to as multilayer transmission in this
paper) precoding scheme is proposed that bounds the capacity
loss and even though it is based on a suboptimal precoding
scheme, it outperforms the algorithm proposed in [5]. In [7]
the effects of limited feedback on the performance of MIMO
systems over an i.i.d. Rayleigh flat fading channel are studied.
The paper derives tight lower bounds on the capacity loss

due to limited feedback for the MIMO systems employing a
fixed number of equal power spatial streams (layers). A similar
study is also done in [8]. The cost of feedback is discussed
in [9] where the authors present bounds on the amount of
feedback required under different antenna, signal-to-noise ratio
(SNR), and bandwidth assumptions. A bound on the ergodic
capacity loss for a limited feedback MIMO system is given
in [10] when random codebooks, generated from the uniform
distribution on the complex unit sphere, are used. The authors
provide a closed-form expression for the ergodic capacity loss
as a function of the number of feedback bits. Some useful
capacity loss expressions are derived for MIMO systems in
[11], that explain the impact of capacity loss on codebook
design, selection criteria and receiver design.

The key idea of limited feedback is that the receiver has
correct channel knowledge but instead of feeding back the
entire channel information to the transmitter, it compares the
leading right singular vectors of the channel with entries in a
codebook and feeds back the index of the nearest codebook
entry. Clearly, one would want to find the codebook entry that
is closest to the channel in terms of a metric such as chordal
distance [3]. However, with limited numbers of codebook
entries, it is rarely possible to find codebook entries that have
a zero or negligible distance from the corresponding channel
values. A non zero distance manifests itself as a capacity loss
arising mainly due to interstream interference.

While there are a number of papers that determine or
bound the capacity loss, or determine the number of feedback
bits required to minimize the capacity loss, bulk of these
papers consider an i.i.d. flat fading Rayleigh channel. Yet in
practical deployments there is always some correlation present.
Therefore, it will be useful to examine the capacity loss for
codebooks that are already standardized and used in practical
settings. The main theme of this paper is to look at the statistics
of the minimum distance, dmin, and relate this to the capacity
loss. The contributions in this paper are as follows:

• We derive, via simulation, the distribution of the mini-
mum distance for LTE and Grassmannian codebooks with
Layer 1 (L1) and Layer 2 (L2) transmissions.

• We derive an approximate capacity loss (CL) for Layer 1
(L1) and Layer 2 (L2) transmission respectively in terms
of minimum distance.

• We simulate three types of channels, the iid channel,



a Kronecker channel and the standard M.2135 channel
for the urban macro (Uma) environment. For each, we
simulate the performance of three types of receivers; zero
forcing (ZF), minimum mean-squared error (MMSE) and
singular value decomposition (SVD). We simulate two
types of codebooks; LTE and Grassmanian. The approxi-
mate capacity loss expressions show good agreement for
the simulations of L1 transmission for all cases described
here. The use of L1 transmission is typically the case for
practical systems.

II. SYSTEM MODEL

We consider a single user, limited feedback MIMO-OFDM
system with nt transmit and nr receive antennas, where,
for a single subcarrier, the frequency flat fading channel is
denoted by H. The singular value decomposition (SVD) of
H is H = UDV†, where U ∈ Cnr×nr and V ∈ Cnt×nt

are unitary and D is a diagonal matrix containing the n =
min(nr, nt) singular values of H. The transmitter encodes
the data sequence, b, by a precoding matrix, P, selected
from a codebook of quantized values of the first L columns
of V, denoted by Vc = [Vc1 ,Vc2 , . . . ,VcM ]. Thus, for
L ≤ n transmitted data streams, the codebook consists of M
nt × L codewords used to precode the L × 1 data vector b.
Denoting by V(k) and Vci(k) the kth column of V and Vci ,
respectively, the codeword selection is performed according to
the minimum subspace angle1, which is given by

dmin = min
Vci∈Vc

{
L−

L∑
k=1

|V†(k)Vci(k)|2
}
, (1)

and thus, for the selected codeword Vci , the kth component2

of dmin is
dmink = 1− |V†(k)Vci(k)|2. (2)

The index of the selected codeword is fed back to the trans-
mitter in the form of a precoder matrix index (PMI) and thus
P = Vc(PMI) . The resulting system equation is given by

r = HPb+ n, (3)

where n is a vector of iid complex Gaussian CN (0, σ2)
random variables. The total transmit power is PT = E(b†b)
so that for each stream E(|bk|2) = PT /L and we assume
a zero mean i.i.d. structure for b. The noise power for each
stream is E(|nk|2) = σ2 so the link SNR is ρ = PT /σ

2. The
received vector r is decoded by means of a linear combiner
W to produce r̃ = W†r. We consider three types of receivers,
namely the SVD receiver (WSVD = U), as well as the
zero forcing (ZF) and minimum-mean-squared error (MMSE)
receivers, for which W is given by

WZF = HP(P†H†HP)−1 (4)

1The formal definition of chordal distance involves taking the square root
of (1). The selection of codeword based on minimum chordal distance or
minimum subspace angle is equivalent.

2We note that the minimization of dmin does not necessarily result in each
component dmink being minimized.

and

WMMSE = HP

(
L

ρ
I+P†H†HP

)−1

, (5)

respectively.

III. CAPACITY LOSS ANALYSIS

We now derive the signal-to-interference-and-noise ratio
(SINR) and capacity loss results as a function of the minimum
codebook distances, dmink

, for the receivers described in
Section II. We will focus on the most common scenarios,
namely one and two-stream transmission, referred to as Layer
1 (L1) and Layer 2 (L2).

A. ZF/MMSE Receivers

The SINR of the kth stream in the ZF receiver is given by
[12], [13]

γk =
ρ

L[(P†H†HP)−1]kk
, (6)

which can be written as

γk =
ρ

L[(P†VΛV†P)−1]kk
, (7)

where Λ is a diagonal matrix containing the eigenvalues λk

of H†H.
1) L2 transmission: Taking the inverse in (7), we can, after

some manipulation, express the SINR of the ZF receiver with
L2 transmission as

γk =
ρ

L


n∑

i=1

λi|αk,i|2 −

∣∣∣∣∣
n∑

i=1

λiαk,iα
†
m,i

∣∣∣∣∣
2

n∑
i=1

λi|αm,i|2


m=1,2
m ̸=k

, (8)

where we have defined αk,i = P(k)†V(i). We can further
approximate (8) by disregarding the second term, giving

γk ≈ ρ

L

[
n∑

i=1

λi|αk,i|2
]
. (9)

In the high SNR regime, the performance of the ZF and
MMSE receivers are similar, therefore, (8) and (9) are also
valid for the MMSE receiver with L2 transmission. Isolating
the kth stream in the summation in (9) and using (1) we can
express (9) in terms of dmink as

γk (ZF/MMSE) ≈
ρ

L

[
λk (1− dmink) +

n∑
i=1,i ̸=k

λi|αk,i|2
]
. (10)

The capacity for the linear receivers is given in terms of their
respective stream SINR values as

C =
L∑

k=1

log2(1 + γk). (11)

We define capacity loss (CL) for all receivers as the difference
between the capacity with perfect feedback and the capacity
with codebook feedback. Hence,



CL =

L∑
k=1

[
log2(1 + ρλk/L)− log2(1 + γk)

]
. (12)

The total capacity loss for the ZF and MMSE receivers at high
SNR with L2 transmission can be approximated using (8) as

CL (ZF/MMSE) ≈
2∑

k=1

− log2

[
1− dmink +

1

λk
×

n∑
i=1,i ̸=k

λi|αk,i|2 −

∣∣∣∣∣
n∑

i=1

λiαk,iα
†
m,i

∣∣∣∣∣
2

n∑
i=1

λi|αm,i|2


]
m=1,2
m ̸=k

. (13)

A simplified expression can be obtained by substituting (10)
in (12), giving

CL (ZF/MMSE) ≈
2∑

k=1

− log2

[
1− dmink+

1

λk

n∑
i=1,i ̸=k

λi|αk,i|2
]
. (14)

2) L1 transmission: In the case of L1 transmission, the
second term in (8) is zero and the SINR of the 1st stream is
the same as (9)

γ1 ≈ ρ

L

[
n∑

i=1

λi|α1,i|2
]
. (15)

which can be expressed in terms of minimum distance as

γ1 (ZF/MMSE) ≈ ρ(1− dmin1)λ1, (16)

where we neglected the second term in (10). The capacity loss
for ZF and MMSE receivers with L1 transmission is obtained
by substituting (16) in (12), which, for high SNR, gives

CL (ZF/MMSE) ≈ − log2(1− dmin1). (17)

B. SVD Receiver

The SVD receiver in a MIMO channel is more susceptible
to interstream interference as compared to the ZF and MMSE
receivers.

1) L2 transmission: For L2 transmission, using (3) we have
that the received symbol on the kth stream is

r̃k =
√
λkV

†(k)Pb+ ñk, (18)

where P = [P(1) P(2)], b = [b1 b2]
T and ñk is the

kth element of ñ = U†n. From (18), we have that the
desired signal and interstream interference for the 1st stream
are

√
λkV

†(1)P(1)b1 and
√
λkV

†(1)P(2)b2 respectively, and

similarly the SINR of the SVD receiver for the kth stream is

γk (SVD) =

[
λkE(|bk|2)|V(k)†P(k)|2

λkE(|bm|2)|P(m)†V(k)|2 + σ2

]
m=1,2
m ̸=k

. (19)

We can further simplify (19) by using E(|bk|2) = E(|bm|2) =
PT /L and ρ = PT /σ

2. Now we can express (19) in terms of
minimum distance using (2) as

γk (SVD) =

[
1− dmink

|αm,k|2 + L/ρλk

]
m=1,2
m ̸=k

. (20)

Note that γk (SVD) → (1− dmink) /|αm,k|2 as ρ → ∞, so there
is an upper limit on the SINR due to interference. This results
in a capacity loss which grows with SNR as seen in (21) and
Sec. IV. The total capacity loss approximated at high SNR for
an SVD receiver with L2 transmission is obtained by using
(20) in (12) to give

CL (SVD) ≈
2∑

k=1

log2

[
ρ|αm,k|2λk/L

|αm,k|2 + 1− dmink

]
m=1,2
m ̸=k

. (21)

2) L1 transmission: In the case of L1 transmission, there
is no interstream interference and |αm,k|2 = 0 in (20). Thus,
we have

γ1 (SVD) ≈ ρ(1− dmin1)λ1. (22)

In contrast to (20), γ1 (SVD) is unbounded as ρ → ∞. Hence,
the capacity loss converges to a limit as seen in (23) and Sec.
IV. We can express the capacity loss for the SVD receiver in
L1 transmission as

CL (SVD) ≈ − log2(1− dmin1). (23)

Note that the capacity loss expression for the SVD receiver is
identical to that of the ZF and MMSE receivers (17) for L1
transmission.

IV. SIMULATION RESULTS

In this section, we provide system simulation results for
i.i.d., Kronecker and M.2135 channel models. The MIMO
system simulated has four antennas each at transmitter and
receiver using either L1 or L2 transmission. The Kronecker
channel is highly correlated with the exponential correlation
coefficient r = 0.9 at both ends. The M.2135 channel is
designed for IMT Advanced systems by the ITU-R to simulate
wireless mobile channels [14]. In this paper, the M.2135 chan-
nel is based on the WINNER II MATLAB channel simulations
[15]. The total power gain E(Tr[HH†]) = nrnt of the channel
matrix is the same for all three channels. The codebooks used
in the simulation are 4 bit LTE and Grassmannian codebooks
and the feedback link is assumed lossless with zero delay. We
calculate the capacity of the MIMO system by taking the mean
of the capacity for all the OFDM tones and then averaging
it over all the time samples. The parameters for the M.2135
channel model are given in Table I.



TABLE I
M.2135 SIMULATION PARAMETERS

Scenario UMa
Frequency Band 2.1 GHz
Bandwidth 20 MHz
Propagation NLoS
Antenna configuration 4x4 slant pol
Antenna spacing 4λ @ Tx, 0.5λ @ Rx
MS speed 5 km/h
Sampling density 4 samples per λ
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Fig. 1. Minimum distance CDF with LTE and Grassmannian (4 bit)
codebooks for L1 and L2 transmission in the M.2135 channel.

In Fig. 1, we see the cumulative distribution function (CDF)
of the minimum distance, dmin, for both L1 and L2 transmis-
sions with LTE and Grassmannian codebooks in the M.2135
channel. The minimum distance is smaller in L1 transmis-
sion with the LTE codebook compared to the Grassmannian
codebook. However, for L2 transmission, the Grassmannian
codebook yields a much smaller minimum distance than the
LTE codebook. The average minimum distance for L1 and
L2 transmission with all the three channels and both the
codebooks is given in Table II.

In Fig. 2, ergodic capacity (EC) results for all three receivers
with the LTE codebook are presented for different channels.
The correlated channels improves the EC in the L1 transmis-
sion. This is due to the reason that the dominant eigen mode
becomes more dominant in correlated channels. Therefore, the
M.2135 and Kronecker channels are providing better capacity
results than the i.i.d. channel in L1 transmission.

TABLE II
AVERAGE MINIMUM DISTANCE

M.2135 i.i.d. Kronecker
LTE Grass. LTE Grass. LTE Grass

dmin L1 0.28 0.30 0.34 0.30 0.18 0.30
dmin L2 1.43 0.90 1.45 0.90 1.44 0.90
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Fig. 2. Ergodic Capacity for L1 transmission with LTE (4 bit) codebook.
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Fig. 3. Ergodic Capacity Loss for SVD, ZF snd MMSE receivers with L1
transmission and LTE (4 bit) codebook in M.2135 and Kronecker channels.

Figure 3 shows the ergodic capacity loss (ECL) for L1 trans-
mission with the LTE codebook for M.2135 and Kronecker
channels. The approximated capacity loss is calculated using
(23). It is seen that (23) approximates the SVD receiver ECL
accurately at high SNR, but a small offset between the actual
and approximated ECL for the ZF and MMSE receivers is the
result of ignoring the contribution towards signal power from
the other unused layers.

In Fig. 4, we provide the EC results for all three receivers
with L2 transmission in the M.2135 channel. The EC with
the Grassmannian codebook is larger than the EC with the
LTE codebook for both ZF and MMSE receivers. But at high
SNR, EC for the SVD receiver is the same for both codebooks.
Fig. 5 shows the EC results for all three receivers with L2
transmission in the Kronecker channel. The Kronecker channel
is highly correlated (r=0.9) and it is seen that at low SNR
there is a significant difference between the EC of the ZF and
MMSE receivers. In the high SNR regime, the EC of the ZF
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and MMSE receivers is equal for both codebooks. The LTE
codebook gives better capacity results than the Grassmannian
codebook for the SVD receiver at high SNR in the Kronecker
channel.

Figure 6 shows the ECL for the ZF and MMSE receivers
in the case of L2 transmission. As we are not including the
effect of interference from other unused layers in (14), the
approximate ECL values have a 13% and 28% error with
respect to actual ECL values for LTE and Grassmannian
codebooks respectively. On the other hand, (13) approximates
the capacity loss perfectly at high SNR for both the codebooks.

In Fig. 7, the ECL for the SVD receiver is shown with
L2 transmission in the M.2135 channel. The approximated
capacity loss is calculated using (21). In the case of L2
transmission, the use of (21) in the high SNR regime provides
the best ECL approximation for the SVD receivers. The
ECL for the SVD receiver increases with the SNR in L2
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transmission, as shown in Fig. 4 and Fig. 5, whereas, ECL
for the ZF and MMSE receivers remains constant in the high
SNR regime.

V. CONCLUSION

In this paper, we have derived an approximate expression
for the capacity loss for a MIMO system that uses multilayer
transmission based on codebook beamforming. The capacity
loss approximation is expressed in terms of the minimum dis-
tance between the codebook entry selected and corresponding
channel values and is valid for high SNR. The accuracy of this
approximation is compared for L1 and L2 transmission via
simulation of three kinds of channels; iid channel, Kronecker
channel; and an industry standard M.2135 channel and for
three types of receivers (ZF, MMSE and SVD). The approxi-
mation is in agreement for both layers for the SVD receiver but
slightly under-estimates the loss for the other receiver types,
especially for L2 transmission. In this regard, it could be used



as lower bound. However, in practice, one is likely to only use
L1 transmission for which the loss approximation is good. The
approximation therefore provides a useful measure to relate
the capacity loss to codebook design. Further work in this
area will focus on determining the statistics of the minimum
distance and thus determining the statistics of the loss.
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